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ABSTRACT
Up-to-date software architecture models dramatically ease the understanding and meaningful evolution of a software system. Unfortunately they are rarely available. Mostly the static view of the architecture is modeled and only stipulations are made regarding how architecture units should communicate. However, a software system tends to evolve independently from its description. This results in violations of the previously stipulated communication rules. A plethora of tools to recover up-to-date architecture models have been proposed, but little emphasis has been put on analyzing and validating the run-time interactions on various abstraction levels defined in the static view of the architecture. In our previous work we have presented ARAMIS - a conceptual infrastructure for the analysis and monitoring of data extracted during run-time and some first evaluations thereof.

This paper presents the current state of the ARAMIS Workbench, which automatically validates if the communication between the units of a software system matches its architecture model, provides visualizations of these interactions on higher and more understandable abstraction levels, and presents evaluations of the various units involved in the analyzed communication. We exemplify its capabilities on a case study based on the Carcass system used in teaching activities at our research group.

Categories and Subject Descriptors
D.2.11 [Software Engineering]: Software Architecture
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1. INTRODUCTION
The importance of a system’s architecture is indisputable: “you don’t need architecture to build a dog kennel, but you’d better have some for a skyscraper” [8]. While the same functional requirements can be achieved by implementing several possible architectures, the chosen one represents the system’s skeleton and enables and/or hinders it to achieve its non-functional requirements (e.g., maintainability, performance, etc.)[30]. Thus, having an overview and understanding the architecture of a system is critical for supporting a reasonable evolution, in-line with the desired system qualities. Consequently, a considerable emphasis (e.g., [18], [14]) has been put on the need to elaborate software architecture descriptions that depict important views of the considered system from various viewpoints and even two international standards have been released to sustain and systematize the documentation effort ([3], [1]).

However, in a recent talk at ICSE 2015 [16], Rick Kazman compared the evolution of software systems and the work of software architects with the efforts of a sailor driving a leaking boat. The “boat” is “leaking”, because the architecture degrades over the time, with the addition of ever new functionality while minimizing time to market and making compromises to ensure fast development. This phenomenon has been widely referred to as architectural drift or architecture erosion [27]. The “descriptive architecture” progressively drifts away from the “prescriptive architecture” documented in the initially created architecture description - creating a so-called architecture gap. Outdated architecture descriptions lead to situations where changes are made ad-hoc, previously defined architectural rules are often violated and are useless or even erroneous to support evolution decisions [19].

Therefore, support to recover up-to-date architecture views and to (semi-) automatically evaluate them is needed. Current solutions mainly focus on the recovery and evaluation of static views. But the understanding, validation and evaluation of the behavior of software is at least as important. The actual interactions inside a running system are the ones that support its use cases. Therefore, we proposed ARAMIS (the Architecture Analysis and Monitoring Infrastructure [11], [12]) - a tool-supported framework for run-time monitoring, communication integrity validation, evaluation and visualization of the behavior view of software architectures.

the context of this paper we refer to the concept of architectural communication integrity, as defined by Luckham et al. [20] as being a “property of a software system in which the system’s components interact only as specified by the architecture”.

While the concepts and components of ARAMIS were presented in previous publications, a holistic view thereof that also mentions the various integrated data visualizations is still missing. The purpose of this paper is to present the current status of the ARAMIS Workbench and to exemplify its use with a running example.

The remainder of this paper is organized as follows: in Section 2 we present our goals. In section 3 we introduce the concepts and implementation underlying ARAMIS. We discuss its meta-model, architecture and the visualizations it offers. In Section 4 we give overview of the related work. Section 5 concludes the paper and presents the directions of our future work.

2. GOALS

The main goal of ARAMIS is to support the software architects to efficiently and effectively evolve the architecture of a software system, while keeping it aligned with its architecture description and avoiding future erosion. Currently, ARAMIS supports the first step of the evolution process: understanding the software system. It supports this goal by monitoring and analyzing the run-time of the systems of interest to answer questions such as: “how do the architecture units interact with each other upon performing a certain episode (e.g., running a test-case, interacting with the graphical user interface of the system, etc.)?”, “which are the architecture units that need a redesign?”, “which are the various hot spots of the system (e.g., in terms of received calls, outgoing calls, caused violations, etc.)?”, “are there violations against the architecture description?”, etc. ARAMIS thus pursues the following sub-goals:

G1 Unobtrusively monitor software systems during their run-time.

G2 Map the captured behavior on architecture-level units (e.g., components, layers, etc.). The number of captured low-level interactions is typically very large, making the understanding of the behavior very intricate. Supposing that the architecture description contains hierarchies of architecture units, one can reduce the complexity involved in analyzing the behavior, by mapping it on this hierarchy. Thus, one can first focus on the interactions between the highest level architecture units, then move down in the hierarchy and analyze the interactions between specific second-highest level units, and so on.

G3 Detect violations against the communication integrity of the analyzed system. By automatically identifying the violations that occurred during the system’s monitoring phase, architects can immediately plan and/or perform corrective actions. These actions can either imply changing the architecture description, because of realizing that some of the restrictions imposed by it were not meaningful and should not be considered violations or by eliminating the violations from the system.

G4 Identify units that potentially expose low architectural quality. According to the monitored interactions, the various architecture units should be analyzed from a coupling and cohesion point of view. Are these behaving in a low coupled, high cohesive manner? If not, what are the reasons behind it and do they require a redesign? In one of our previous studies [12] we have shown that the role of a given unit plays an important role in deciding its quality when having information about its coupling and cohesion.

G5 Support the visualization and understanding of captured interactions and detected violations.

G6 Offer an evolutionary overview of the monitored systems together with useful statistics and quantification regarding, e.g., the number of episodes that were monitored for each system, the number of captured interactions, the number of violations, etc.

3. APPROACH

3.1 ARAMIS: Architecture

In [12] we presented the initial architecture that supports the monitoring of software systems and allows the mapping of low-level interactions on architecture-level units (G2).

For understandability reasons, but also because along with the development of a new visualization layer the architecture has evolved, we present its current status, as depicted in Figure 1. The Architectural Information Bus (AIB) is a core component of ARAMIS, responsible for collecting run-time traces from Java- or J2EE-based systems. Within the AIB, we use the Kieker [28] monitoring tool. We chose Kieker because it is an open-source, mature and low-intrusive framework that enables the interception of run-time information via compile- or runtime-weaving of Java-based systems (G1). The logs produced by Kieker are then processed and transformed in an independent JSON-based format by the AIB monitoring component. We took this decision in order to reduce the impact caused by employing a different monitoring framework than Kieker.

The information collected in the AIB is then sent to a so-called Architecture Information Broker (AIBR) implemented using RabbitMQ messaging. Next, various architecture Information Processors (AIPs) that are registered as AIBR listeners are forwarded with data relevant for their analysis purposes. The Architecture Mapper Processor maps the various interactions on architecture-level units and redirects the result back to the AIBR. The Integrity Validator Processor receives this input and further analyzes if the mapped interactions represent any violation against the architecture description and, if so, marks the interaction as such prior to redirecting it to the broker. Last, a Metric Processor receives the already mapped and validated data and computes coupling- and cohesion-based metrics for the various architecture units involved in the monitored communication. The formal definition of the implemented metrics is given in [12].

Furthermore, we have implemented a web-based visualization layer to enable a more comfortable user-interaction with ARAMIS. In order to be able to trigger the processing of previously monitored Kieker logs from the user interface, we have implemented a REST Interface that is responsible for initializing the various ARAMIS processors to parse logs collected by the employed monitoring tool. The logs are then processed according to a given architecture and rules description. For actually visualizing the processed interactions we have implemented a series of so-called architecture information visualizers (AIVs), that we will present in more detail in the next section.

The underlying meta-model of ARAMIS is depicted in
The architecture units describe tree-like hierarchies in which one architecture unit can consist of further architecture units and/or of code units. In order to enable ARAMIS to monitor also other systems than Java-based ones, the code units were designed to be untyped and thus programming language independent. To actually map these on the previously mentioned programming-language dependent code building blocks (e.g., packages, classes, methods, etc.) we define filters. Filters can specify exact or regular expressions-based mappings, according to the system’s programming language syntax.

Last but not least, the communication between architecture units is governed by communication rules. In Figure 2 we used view inheritance to depict their classification according to two criteria: permission and emergence type. According to the permission type, the communication between two architecture units can be allowed or denied. Furthermore, according to the emergence type the rule can be specified (explicitly given by the architect) or derived. A derived communication rule between a pair of architecture units emerges from the explicit specification of a rule between architecture units containing the units in the considered pair.

The structure of the architecture units and the corresponding communication rules can be specified either using xml files (that can be generated using an eclipse plugin for an easier code to architecture mapping) or using an ARAMIS model editor.

Next, by determining which execution record pairs describe interactions in line with the prescriptive architecture description and which ones violate this, we obtain the descriptive (actual) architecture description.

3.2 ARAMIS: Visualizations

3.2.1 Example System

We exemplify the ARAMIS visualizations using an example system called Carcass, developed within a third party project. Carcass is a J2EE application that we use in our Object Oriented Software Construction lecture to exemplify the development of component-based software systems. Carcass is a simple information system that simulates the collection and processing of animal residuals (referred to as “materials”) from various material gathering points (such as farms, research laboratories, etc.). It basically consists of three components: the “GatheringCore” component is responsible for the collection of materials; the “ProcessingCore” is responsible for the processing of collected materials (e.g., production of gelatine, etc.); the “Application” component is responsible for simply unifying the functionality offered by the previous two components in a single interface.

The components are further refined, each of them consisting of facades, controllers, domain access and transport objects (DAOs and DTOs) and domain architecture units. The architecture of the Carcass application was partially generated and adheres to some explicit design rules that are expressed in the generator itself (each call to the facade is redirected to a controller; the controllers never call the facade but only their corresponding DAOs, etc.). Because the system is then further developed by various teams of students, the generated architecture is likely to be violated.

3.2.2 Visualizations

The web-based visualization layer (G5) for ARAMIS consists of two main areas: the dashboard and the workspace.

The dashboard gives an overview of all the projects monitored with ARAMIS. For each monitored system we define a “project” to which we attach versioned architecture and rules descriptions (G6). When later parsing collected Kieler logs, the architect will then be able to specify the versions of architecture and rules descriptions according to which the processing should be performed. In the dashboard, one can visualize statistical information of a given project, such as: number of episodes that were monitored, number of mappings on architecture units that were/were not possible (e.g., due to incompleteness of the architecture description), number of validated calls, and number of identified violations.

By loading a project in the workspace, the architect can then visualize and analyze the interactions inside the episodes monitored within the loaded project. Various visualization alternatives are provided:

Sequence diagram view.

Standard UML sequence diagrams depict interactions at object level. Because of obvious scalability reasons, we have chosen to depict the sequences on various abstraction levels, as specified in the prescriptive architecture description. However, even with this improvement, the sequence diagram visualization is useful only when analyzing a small number of architectural units and interactions but does not scale well when dealing with more complex scenarios because of losing the overview when horizontally and vertically scrolling.
through the diagram.

**Circle-based hierarchical view.**

We created this view for facilitating the understanding of the loaded episode(s). First, the highest-level architecture units - from the prescriptive architecture description version that was used when processing the episode - and the interactions that could be mapped on this level are displayed as circles and directed lines respectively. The different high-level units are depicted using different colors. The interactions that represent violations are drawn in red. By clicking on a given architecture unit, its contained units also become visible, depicted as inner circles having the same color as their parent unit, but with a deeper tone, symbolizing the idea that these are “more concrete”, i.e., closer to the source-code level. Along with displaying the inner units of the selected architecture unit, the inner units of the units that interact with it and the communication to and from these are also displayed. In order to understand the interaction flow, a “step by step” modus is available as well, in which the various calls are first completely removed and then drawn one after the other (either automatically or user-triggered) thus making their sequencing easier to analyze. In order to avoid information cluttering, various options are available: group the interactions by method name or by “source and target”; hide self-loops; hide interactions that could not...
be completely mapped on architecture units (source and/or target not included in any of the architecture units from the architecture description), hide return messages, hide various units and their associated interactions and highlight only the occurred violations. The left side of Figure 3 displays the interactions of the “gather new material” episode, grouped by source and target and mapped only on three of the Carcass system’s higher level components. From this diagram, the architect can easily see that the “ProcessingCore” component was not used when performing this episode and that no high-level architectural violations have occurred during run-time. However upon selecting the “GatheringCore” component (Figure 3, right side), we identify 4 inner violations (G3): the GatheringController has called the GatheringFacade 4 times, thus violating a previously specified communication rule.

In this view, upon selecting a given unit, a context menu (Figure 4) is shown in which unit-specific information is presented, such as: the name of the chosen unit, its inclusion hierarchy in other units, its number of internal calls (behavioral cohesion), number of external calls (behavioral coupling), and the value for the SUBC metric (Scenario-based Unit Behavior Characterization) [12]. The SUBC metric maps the proportion of a unit’s behavioral cohesion within its overall communication on a nominal scale that characterizes the overall unit behavior: “highly coupled/low cohesive”, “medium coupled/medium cohesive” or “low coupled, highly cohesive” (G4). In Figure 4 the result of the SUBC metric is in line with the role of a facade: it simply redirects received calls, therefore it is highly coupled but not cohesive and does not implement any business functionality. An important remark is that in this case the violation of the low coupling and high cohesion principle does not imply a low architectural quality of this unit but it is even an indicator of the contrary: in general, facades are designed and expected to be low cohesive and highly coupled due to the many forwardings that they are performing.

We consider that the circle-based hierarchical view is more suitable than the sequence diagram to display large chunks of data. Furthermore, the choice of circles over other geometrical forms is motivated by several usability studies that show that the human brain processes circles much faster than other shapes [22]. However, according to some first evaluations, architects are initially reluctant, since circles do not seem to be the natural choice for depicting architecture units, but rectangles - as in the well-known UML component diagrams. This effect disappears after some further interactions with the visualization, which is then regarded as intuitive. Furthermore, our first experiments show that even when the interactions are grouped by source and target, the current layout is not producing very readable results. Improving this is part of our future work.

**Heat-map view.**

Heat-maps have been successfully used in various domains (financial analysis, biology, etc.) and are an effective means for the discovery of hot-spots. We implemented a heat map view to depict the various hot spots of the system upon performing a given episode (or sets of episodes). It is created based on the circle-based hierarchical view, by re-coloring the currently displayed units according to various criteria: number of incoming calls, number of outgoing calls and number of incoming or outgoing violations (G3). Figure 5 depicts the heat map corresponding to the number of outgoing interactions within the right hand side of the Figure 3. One can thus quickly discover that most of the calls are originating from the Facade of the Application component. Furthermore, the Controller of the GatheringCore is also producing many outgoing calls: indeed, because it implements most of the business functionality, the Controller often calls the DAO unit to retrieve domain elements from the database and then operates on them to achieve the desired outcome.

**Adjacency matrix-based view.**

After presenting a demo of the circle-based hierarchical visualization at an invited talk in the industry, we received the feedback that, although intuitive and interactive, a tabular view of the interactions is also desirable in order to quickly overview the distribution of interactions within the analyzed system. Accordingly we have implemented an adjacency matrix view (Figure 6) that can be used to achieve a fast overview of the number of violations, valid calls and total number of calls between any pair of architecture units. A cell in the matrix gives information about the interactions originating from the architecture unit on the column and targeting the architecture unit on the row. In this view, by further clicking on the name of an architecture unit (regardless if on the row or column) its contained architecture units are shown as well by expanding the adjacency matrix accordingly (adding new rows, or adding new columns respectively).

### 4. RELATED WORK

The extraction of up-to-date views of the software architecture has been for long in the focus of the software architecture community. A comprehensive, yet not complete, overview of the existing work in this field can be found in [13].

Most of the already existing approaches focus primarily on the extraction of static views of the architecture and are based on the well-known software reflexion model [21]. The first tools proposed (e.g., Alborz [26]) focused mainly on
retrieving basic structural information of the examined system and then relied on the human experts for further refinement and assessment. Newer approaches (e.g., [4], [19], [6], [9], [23], [5], etc.) also allow the computation of metrics and/or the specification of architecture models and rules against which architecture conformance can be automatically checked. A comparison of tool-support available for checking architecture compliance has been offered in [17] and more recently in [24]. In order to allow the specification of the architecture, most of these tools implement specific meta-models that can be instantiated accordingly (e.g., Sonargraph-Architect [6] allows the definition of layers, layer groups, vertical slices, vertical slices groups and subsystems). According to our remarks from the industry [10] restricting the architects to use only the architectural concepts defined in the architecture meta-model can be problematic. More generic approaches are required, that enable architects to use the exact terminology that they prefer. This is why in our solution we have untyped architecture units with a very loose semantic that allow the specification of roles (e.g., layer, component) in order to accommodate virtually any desired terminology.

Proposals regarding the reconstruction of behavior were also made. Based on priory specified naming conventions, DiscoTect [31] analyses a system’s run-time traces to extract architectural information (method calls, calling objects, etc.). The run-time monitoring is achieved via logging. The information is then visualized in textual form, based on which corresponding state diagram can be manually created. In [15] an approach is given to present dynamic information based on modified “copies of the recovered static views” of the system. The static view is modeled using an extensible visual editor in which components, associations and annotations can be defined. In [7] architecture view-points are extracted based on system’s logs and visualized using sequence diagrams and/or matrix models. The Kieker tool [28] also performs behavior analysis and displays the information using sequence diagrams and call-trees. None of these approaches support the specification of communication rules between the architecture units and are rather intrusive because they rely on instrumenting the analyzed system with information to be logged at run-time. In [25], an approach for the automotive domain is presented. A method is given for monitoring the state transition of an embedded system and checking if these transitions occur as specified. The approach we use in ARAMIS is similar, but we do not check state transitions but inter-architecture units communication integrity. A solution for monitoring the communication with “systems of systems” has been proposed in [29] but focuses only on the discovery of communication and not on its integrity check as in the case of ARAMIS.

5. CONCLUSION AND FUTURE WORK

In this paper we presented the ARAMIS workbench for understanding, communication integrity validation and evaluation of the behavior view of a software architecture. We exemplified ARAMIS for the analysis of the “Carcass” software system.

Currently, we are re-developing ARAMIS to support the simulation and comparison of future evolution scenarios. In doing this, we aim to enable the architects to perform “what-if” analyses (e.g., “how does the number of violations evolve if we merge two architecture units?”), “how does the coupling evolve if we move a given package from one architecture unit to another?” etc.,) on the architecture level, before actually changing the system. To achieve this, we are redesigning the persistence component, by leveraging graph databases to (partially) replace the current document-based MongoDB solution.

In the future, we plan to integrate ARAMIS with static architecture recovery and clustering-based approaches, to decrease the effort needed to specify the prescriptive architecture description.

Also, another important aspect is the enrichment of ARAMIS with more complex communication rules, e.g., that describe communication patterns between the various architecture units (e.g., each call to the facade is redirected to the controller) or that also involve deployment information (e.g., architecture units that are completely decoupled should not be deployed on the same node).

Furthermore, because Kieker, as the employed AIB component of ARAMIS, is currently not supporting the easy monitoring of the communication within heterogeneous systems written in various programming languages (via, e.g., web-service calls) we are currently considering leveraging and testing other monitoring tools, e.g., the industrial Dynatrace [2].

Last but not least, we plan to evaluate ARAMIS in a real-world context, in which various systems are involved that primarily communicate with each-other via web-services. In large-scale environments it is often unclear how are the various business processes or activities reflected in the inter-play of software systems. By applying ARAMIS in such a set-up, we will extract information regarding the adherence to rules and behavior hotspots but also about the actual interactions in the software systems that sustained the set of evaluated usage scenarios.
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